SYSTEMATIZATION OF ANOMALY SEARCH IN X-RAY PICTURES

The algorithms of pathological and structural structures using neural networks allow accelerating the process of diagnosing anomalies, reducing the number of errors and repeated polls of users. The article discusses methods of machine systematization and recognition of X-ray images (CXR), as well as the problems of improving artificial neural networks, which are used to enhance the properties of the systematization of X-ray syndromes. Since it is quite enough to implement a certain algorithm to detect a disease, neural networks are ideal for recognizing diseases using scanning. After analyzing research and publications on this topic, the main tasks for modeling the system were formed. The architectures of neural networks were also classified, indicating their disadvantages and advantages. It was revealed that modern methods of detecting anomalies in CXR have some difficulties, such as the missing number of training information, image typing, and preliminary segmentation of the training set. Deterministic specific methods for solving the problems of neural networks in data analysis. For implementation, it is proposed to apply deep machine learning methods, based on convolutional neural networks, using preliminary segmentation of a training sample with back propagation of error and gradient descent c and using transfer learning to systematize diseases on medical images. To solve the tasks, innovative IT technologies were selected. As a result, a certain architecture of the intelligent system was implemented, which allows us to detect anomalies in radiographs, which allows us to create effective structures of neural networks and increase the accuracy of recognition of pathological structures in radiographs.
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Formulation of the problem.

Today, only about 10% of the world population has access to quality health care, and most people do not even have access to basic health care. In developed countries, the healthcare system is under pressure, with increasing cost and long waiting times. Healthcare facilities can generate hundreds, if not thousands, of CXRs per day. In general, reading CXR is quite a challenge for both radiologists and doctors. This process requires a high degree of skill and concentration. The average time it takes a well-trained radiologist to read CXR is about 1-2 minutes.

Research using neural networks faces the following problems:

– quantification of uncertainty. In-depth machine learning solutions for biomedical applications can substantially benefit from guarantees of predictability and quantification of uncertainty. Due to the biological variability and accuracy of the equipment, the biomedical data do not consist of accurate measurements but of noise estimates. Therefore, it is crucial to obtain uncertainties that capture how noise in the input values propagates through deep neural networks;

– data limitations. The lack of large-scale, high-quality, properly labeled data affects deep machine learning in almost every direction;

– hardware limitations and scaling. Effective scaling of deep learning is challenging. Learning and using neural networks for forecasting involve large computational costs (such as time, memory, and energy);

– sharing data, code and models. A robust culture for sharing data, code and models will accelerate progress in this area. Cultural barriers to data exchange are best captured using the definition of "research parasite" to describe scientists using data from other researchers. In an area
that considers discovery only, not hard work to gather useful data, it is difficult to encourage
scientists to share their hard-won data;

– limited amount of training data. Biomedical datasets often contain a limited number of
instances or labels, which can lead to poor performance of deep learning algorithms. Transfer
learning methods, also known as domain adaptation, allow you to transfer extracted templates
between different datasets and even domains.

**Analysis of recent research and publications.**
A number of studies have been conducted to diagnose chest disease using artificial
intelligence methodology. According to the article «Opportunities and Obstacles to the Deep Study
of Biology and Medicine» deep machine learning can be applied to answer fundamental biological
questions. This is particularly suitable for the use of large volumes of high-throughput studies [1].

One of the levels is the systematization of X-rays in two classes: healthy lungs and lungs
that should be of any pathology.

Figure 1 really applies a healthy picture and a picture with pathology.

![Figure 1 – Sample Photos from the NIH Chest X-rays Dataset](image)

For comparative analysis and systematization of chest X-ray diseases, three methods are
considered: back propagation neural networks, competitive neural networks and convolutional
neural networks [2].

**Modeling of Chest Diseases Using NMR (BPNN).**
Neural networks backscattering is based on the BPNN algorithm, they are very important
and useful for image recognition problems. Training for backhaul networks involves updating the
parameters to get good classification results. This uses a different number of hidden neurons,
training speed and impulse to obtain a better classification result. Errors accumulated at the source
layer are propagated back to the network for weight adjustment.

The architecture of the designed neural networks stellar scene for the $32 \times 32$ image is
described in Figure 2.
Because the backhaul network uses a managed learning algorithm, it is necessary that the training data is marked.


CpNN is used to classify chest diseases using an unsupported training algorithm. By taking advantage of the fact that such networks do not require manual marking of data for training, they save time for the marking process. Competitive learning works by enhancing the specialization of each node in the network. The competitive learning rule is based on three elements:

- a set of identical neurons with randomly distributed synoptic weights, leading to a different response of neurons to a given set of input templates;
- restriction is imposed on the value of the "force" of each neuron;
- a mechanism that allows neurons to compete for the right to respond to a subset of input data, arranged so that only one output neuron (or only one neuron in a group) is active at a time.

Figure 3 shows the architecture of a competing neural network.

These networks use a winner-take-all strategy when only the scales associated with the winner-neuron are updated in a specific era, while the other scales are not updated. This learning
process enhances the correlation between the input and the corresponding winning neurons in the learning process. Modeling of chest disease using convolutional neural networks (CNN).

Convolutional neural networks a deep learning algorithm that can take an input image, assign importance (training scales and biases) to different aspects / objects in the image, and be able to distinguish one from the other. The pre-processing required to operate the network is much lower than other classification algorithms. Although in primitive ways filters are made manually, with sufficient training, the network has the ability to study the characteristics. Stochastic gradient descent optimization is used for effective learning [3].

The corresponding values of network learning parameters are determined by experiments. Figure 4 shows the architecture of a convolutional neural network.

The results of the comparison of neural networks work are presented in Table 1. The training sample for all CPNN and BPNN consisted of 1000 images, CNN - 100 000 images.

Table 1 - Comparison of neural networks

<table>
<thead>
<tr>
<th>Model</th>
<th>Training time, s</th>
<th>Percentage of recognition,%</th>
<th>RMS error</th>
<th>Maximum number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPNN</td>
<td>630</td>
<td>80,04</td>
<td>0,0025</td>
<td>5000</td>
</tr>
<tr>
<td>CPNN</td>
<td>300</td>
<td>89,57</td>
<td>0,0036</td>
<td>1000</td>
</tr>
<tr>
<td>CNN</td>
<td>2500</td>
<td>92,4</td>
<td>0,0013</td>
<td>40000</td>
</tr>
</tbody>
</table>

Analyzing Table 1, we can suggest that CNN has achieved a wide variety of levels of recognition for training and data testing, compared to the measurements used. But this transitional CNN is more so when there is more three-year time and more training iterations, lower in BPNN and CpNN. It can also be seen that three hours reached a low mean square error (MSE), and then CNN received the lowest (0.0013). The time it takes to use CNN is greater, less time is BPNN and CpNN. This is open with a depth that runs over much of the NM, which takes a long time, once, the number of fluctuations is large. Protest, this deep structure is a major factor in achieving greater high-frequency altitude, revealing in comparison to various measures such as BPNN and CpNN.

The aim of the study.

For more detailed information on setting up diagnosis of x-ray knowledge, you can use real-time methods and algorithms in the most common automated systems.
Basically, the task is to take effective architecture of the neural networks for the appearance of anomalies in the x-ray knowledge, to expand the algorithm to start the neural networks, to signify the overruns and the shortcomings of the neural networks.

On the basis of these methods of solving problems, it is possible to formulate an agreement on delivery, on the other hand, to register in the neural networks with the help of a violated inventory of anomalies on X-ray knowledge.

The main research material.

Analyzing existing articles and research, problems in the field of anomaly recognition by CXR have been identified and the methods and approaches described below are proposed to solve them.

Error back propagation method. It is a practice of fine-tuning the neural networks scales based on the error rate obtained in the previous era. Proper weight adjustment provides a lower error rate, which makes the model reliable by increasing its generalization. The neural networks propagates the input signal in the forward direction through its parameters until the decision is made, and then propagates the error information in the reverse direction over the network so that it can change the parameters. This happens step by step:

- the network assumes the data using their parameters;
- the network is measured by the loss function;
- the error is propagated back to adjust the wrong parameters.

Segmentation of the training sample. Pulmonary particle detection is a critical stage in the automatic CXR analysis for pulmonary disorders. Accurate localization of the lung area and image processing have a positive effect on the overall performance of the diagnostic / detection systems, increasing its accuracy and efficiency [4].

Improved lung image. The original image has low contrast, and further image processing techniques can produce unwanted results, so an initial step to improve the contrast is needed. The result of this step is an enhanced image that clearly distinguishes the lung area from the background.

Methods for solving insufficient training data. Large medical records are not easy to find for various reasons. Manual annotation of the CXR is quite time consuming. Clinical experts typically provide only small datasets. In recent years, sharing clinical data has become increasingly difficult due to strict patient privacy laws.

To solve the problem of insufficient data in the work we use a combination of the following methods of addition:

- translation. Translation is a shift about the center of the training image;
- rotation. Strategy of rotation of training images by an arbitrary number of degrees;
- stretching. Anatomical structures may appear differently in different x-ray images. Accidental zooming in or out can add variations to such changes;
- shift. The strategy of stretching an image in two opposite directions at the same time;
- contrast increases. Medical images obtained using equipment from different manufacturers may represent differences in image intensity.

In order to get the best neural networks training results, it is necessary to use a random generator of the type and size of supplement for each sample. Examples of application of image supplements are presented in Figure 5.
Neural networks architecture. A convolutional neural networks was chosen to construct the neural networks model.

CNN is a type of deep learning model for processing data that has a network structure. CNN is a mathematical construction that typically consists of three types of layers: convolutions, merges, and fully connected layers. The first two, the convolution and merging layers, perform the object extraction, while the third, fully linked layer, displays the extracted objects in the final result, such as classification.

**Advantages of CNN:**
- does not require manual removal of features;
- CNN architecture does not necessarily require the segmentation of tumors or organs by human experts.

**Disadvantages:**
- CNN requires a lot more data because of the abundance of parameters available for estimation and is therefore more expensive in computing, leading to the need for GPUs to train the model.

Generally, learning neural networks from scratch requires a lot of data, but access to this data is not always available. With transfer training, you can build a reliable machine learning model with relatively little data, since the model has already been pre-trained. In addition, training time is shortened because it can sometimes take days or even weeks to learn complex neural networks from scratch. Transfer training is a reuse of a previously learned model to solve a new problem. Transfer training has several advantages, but the main benefits are saving time on training, improving NN productivity and the need for lots of data.

**CONCLUSIONS**

As a result, methods and approaches have been developed to address the problem of detecting anomalies on the CXR, which allow us to develop an effective neural networks architecture and to improve the accuracy of the recognition of pathological structures on radiographs.

Deep machine learning will greatly affect the practical reality of X-ray analysis. Deep neural networks are not currently used in clinical practice for medical imaging, although some are in clinical trials. Companies are starting to roll out the first products based on deep machine learning. This process will take some time as there are still problems ahead. There is a need to increase the number of medical images to train neural networks models, more experience with 3D images is needed, and the medical community needs to standardize the acquisition of images.

If neural networks can outperform people in image recognition, it does not mean that doctors will be out of work. The future of deep neural networks will make them work with doctors, not change them.
Despite the promising results, serious problems remain, especially with regard to a theoretical framework that would clearly explain how to determine the optimal model, type and structure for a particular task or for a thorough understanding of the reasons why a particular architecture or algorithm is effective in the task or not.
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СИСТЕМАТИЗАЦІЯ ПОИСКА АНОМАЛІЙ В РЕНТГЕНОВСЬКИХ СНИМКАХ

Ускорити процес диаґностики аномалій, снизити кількість ошибок і повторних опросів підприємців дозволяють алгоритми патологічно-структурних структур, використовуючи нейронні сітки. В статті розглядаються способи машинної систематизації і розпізнавання рентгеновських снимків (CXR), а також проблеми реалізації інтелектуальних нейронних сіток, які використовуються з метою інтелектуальної систематизації рентгенологічних синдромів. В цьому, що для виявлення аномалій виконують реалізацію определеної схеми, нейронні сітки є ідеальними для розпізнавання аномалій з урахуванням здійснення сканування.

Проаналізовано існуючі публікації по цьому тематику, які сформували основні задачі для моделювання системи. Також були вивчені архітектури нейронних сіток, що використовуються в CXR і мають певні недоліки, що викликають необхідність впровадження нових технологій.

Достигнуті напрацювання високої точності визначення патологічних структур на рентгенограмах, що дає можливість створення ефективних схем нейронних сіток і збільшення точності розпізнавання патологічних структур на рентгенограмах.
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ДОСЛІДЖЕННЯ ШВИДКОДІЇ РОБОТИ АПРІОРНИХ АЛГОРИТМІВ НА ДАНИХ ВЕЛИКИХ ОБСЯГІВ

В статті обґрунтовано використання алгоритмів пошуку асоціативних правил для роботи з неструктурованими даними великих обсягів. Зазначено, що найбільш популярним алгоритмом пошуку асоціацій є алгоритм Apriori. Наведено результати аналізу роботи лінійних алгоритмів пошуку асоціацій з неструктурованими даними великих обсягів.

Висновки наводять відомі модифікації апріорних алгоритмів пошуку асоціативних правил,